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Abstract

The paper presents an adaptive observer for in-cylinder air charge estimation for turbocharged diesel engines

without exhaust gas recirculation (EGR). We assess the observability of the mean value engine model when

the intake manifold pressure and the compressor flow are measured, and the performance of the observer is

compared to existing schemes analytically and with limited simulations. Specifically, it is shown that the

designed observer performs better than the conventional schemes during fast step changes in engine fueling

level, eventhough it uses a simple but time varying parameterization of the volumetric efficiency. Furthermore,

the estimate is less sensitive to changes in engine parameters than the existing schemes.
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1 Introduction

Fuel economy benefits obtained by turbocharged (TC) diesel engines render them common practice for the vast

majority of medium and heavy duty commercial vehicles and are often met in passenger vehicles. Reduction

of smoke emission, particulates, and nitrogen oxides are the challenges that the powertrain controller needs

to address to make diesel-based propulsion environmentally friendly. Diesel engines operate at lean air/fuel

mixtures with typical values 40:1 for diesel engines in contrast to 14.6:1 for conventional gasoline engines. To

avoid generation of visible smoke and particulates the air-to-fuel ratio (AFR) needs to be higher than a critical

value called “smoke limit” (AFRsl ≈ 25) as shown in Figure 1.

To maintain the AFR above the visible smoke limit, the vehicle controller estimates the cylinder air charge

and limits the amount of fuel injected into the cylinders when AFR<AFRsl. The estimation task here is more

challenging than in throttled engines due to the transient behavior of the exhaust manifold pressure. The

challenge arises from the fact that the volumetric efficiency that is the basis of cylinder air charge in all internal

combustion engines depends on exhaust manifold pressure. In throttled and port fuel injection (PFI) engines with

well designed exhaust manifold and tailpipe the exhaust manifold pressure follows the intake manifold pressure,

so it can be eliminated from the volumetric efficiency as redundant variable.

In turbocharged Diesel engines the exhaust manifold pressure cannot be neglected from the volumetric effi-

ciency because it has a distinct behavior from the intake manifold during transients. In engines equipped with

Variable geometry turbocharging (VGT), flow assist mechanisms, and wastegating the interactions between the

intake and exhaust subsystems increase even more and introduce significant transient phenomena. Due to these

interactions with the exhaust manifold, the traditional steady-state, mean-value air-flow regression or volumetric

efficiency that is solely based on measured intake manifold conditions is not sufficient for the transient air charge

estimation of a turbocharged diesel engine.

Furthermore, air-to-fuel ratio cannot be easily measured in the lean and relatively cold diesel feedgas (or

tailpipe) emissions. The task of lean air-to-fuel ratio measurement in diesel exhaust using a linear exhaust gas

oxygen (UEGO) sensor is harder than the AFR measurement in the exhaust of gasoline engines (port injection

[1], or direct injection [2]). Last, but not least, air charge estimation is very difficult during large exhaust gas
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recirculation (EGR) introduced to reduce oxides of nitrogen [3, 4].

In this paper we address the air charge estimation problem without EGR by using adaptive observers and

by measuring variables in the intake manifold. An adaptive observer for the air charge estimation of a direct

injections spark ignition (DISI) engine is shown in [2]. The authors, however use an UEGO sensor in addition to

other intake manifold measurements. They also propose the adaptation of a multiplicative factor in volumetric

efficiency when EGR is set to zero. Air charge estimation has been achieved for non-zero EGR assuming extensive

engine mapping [4], or measurements of exhaust manifold variables [5]. Recently in [6, 7], the authors show for

the case study of a throttled SI engine that an adaptive observer of the air charge can achieve better steady state

results even during engine aging or partially unknown volumetric efficiency maps. Finally, an observer for cylinder

air flow in turbocharged diesel engine with wastegate has been designed and experimentally demonstrated in [8].

The work here is based on a time varying parametrization of volumetric efficiency that enables transient (instead

of steady state) adaptation and accounting for the charge dependency on the exhaust manifold pressure. The

observer designed in this paper provides better estimates during fuel transients than existing production schemes.

The presented approach is less sensitive to modelling errors and aging than conventional methods. Unfortunately

the proposed scheme cannot be directly extended to engines with EGR due to the additional complexity that

EGR introduces by connecting the thermodynamic states of the intake and exhaust manifolds. Despite this

significant limitation, the proposed scheme can potentially help reduce smoke emissions of old technology diesel

engines, i.e., engines without EGR, that currently power the majority of land and marine transportation vehicles

around the world.

We start in Section 2 by summarizing the general notation, whereas, the complete nomenclature is shown in

Appendix C. In Section 3 we present the mean value model used to approximate the intake manifold dynamics

together with a brief discussion of measurements and the limitations of the existing air charge estimation schemes.

In Section 4 our methodology for estimating the air charge is outlined. We analyze observability of the mean

value model in Section 5, and continue presenting the air charge estimation schemes in Section 6 with formal

proof. One simulation example of its performance compared to existing schemes is provided in Section 7 to

illustrate the differences between the algorithms during a simple fuel step change. The simulation is performed
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on an engine model developed in [9] and used in several control and estimation studies [4, 10, 11]. We conclude

the paper with a discussion of the algorithm limitations and range of applicability.

2 Notation

In the sequel, (̄·) denotes a measured variable, or a variable constructed from measurements only, so that x̄ is

the measurement of x. The notation (̂·) is used for estimated variables and the (̃·) is used for the error in the

estimated variables.

Masses are denoted with m, mass flows with W , pressure with p, efficiencies with η, volumes with V , and

temperatures with T . Mass flows will have two indices, Wkl, where “k” represents the origin of the flow and “l” is

the destination. The following indices are used: “c” represents the compressor outlet, “i” the intercooler outlet,

“1” the intake manifold, “a” ambient conditions, “e” the engine, “cyl” the cylinder, and “f” is fuel (see also

Figure 2). The variable N denotes the engine rotational speed whereas ωtc denotes the turbocharger rotational

speed, both in revolutions per minute (rpm). A complete list of the variables is in Appendix C.

The set of positive real numbers excluding zero is denoted by R+, ẋ denotes d
dtx, and Pn(x) is a n-th order

polynomial in x. The operator [Hu](t,N) denotes the output y = c(N(t))x + d(N(t))u with ẋ = a(N(t))x +

b(N(t))u. For convenience, the dependency on the time varying signal N(t) will be omitted so that [Hu](t) =

[Hu](t,N). Similarly, we will omit the time dependence on signals so that u = u(t), N = N(t), etc.

3 Mean value model

The intake manifold dynamics are approximated using mean value modelling which disregards the engine events

and the inertia of the gas. The flow through the engine is then continuous, and transportation delays are

neglected. The engine is then approximated as a “continuous flow device” such as a pump.

This model is clearly not valid for short time intervals, but it has good accuracy on time scales slightly larger

than an engine cycle [12, 13, 14]. The energy balance (Eq. (1)) and mass balance (Eq. (2)) in the intake manifold

given adiabatic conditions result in the state equation for pressure, p1, and mass, m1, respectively. They are
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related with the intake manifold temperature, T1, through the ideal gas law (3):

ṗ1 = κk2
1 (Wc1Ti − W1eT1) (1)

ṁ1 = Wc1 − W1e (2)

T1 = 1
k2
1

p1

m1
, k1 =

√
R1
V1

, (3)

where V1 is the volume of the intake manifold, κ is the ratio of specific heats, and R1 is the gas constant for

air. Note that the intercooler temperature, Ti, varies with compressor and intercooler efficiencies and is different

from T1 during transients. Thus the rate of change of pressure is, in general, different from the rate of change

of mass. The fact that mass and pressure are independent during transients is usually neglected in conventional

estimation schemes where Ti and T1 are assumed equal and constant in an isothermal assumption. During

isothermal conditions the two state equations (1)-(2) collapse to one (mass is proportional to pressure).

Note also that the we assume that the volume within and between the intercooler and the compressor is very

small. This assumption has two important implications. First, the compressor downstream pressure, pc, is a

static function of the intake manifold pressure pc = p1/ηp. The static function corresponds to the pressure drop

through the intercooler.

Second, the flow in the compressor is equal to the flow out of the intercooler (Wc1) even during transient

conditions. Consequently, measuring the compressor inlet flow with a standard hot-wire anemometer device

provides the instantaneous flow in the intake maniflod. The intercooler out-flow is in reality slightly different from

the compressor in-flow due to leaks in the compressor and oil contamination from the turbocharger. Although

these differences might become important after aging there is no concrete evidence of their significance and

thus are ignored by current diesel engine management systems. In this work we acknowledge this additional

challenge by formally proving that errors in Wc1, introduced by sensor drifts or modelling simplifications, does

not destabilize the adaptive observer as most integrator-based adaptive schemes might do. Moreover, this error

introduces a smaller estimation error in the proposed scheme than the traditional schemes during transients (see

Sections 6 and 6.1). We finally, state that this error causes a bias in the estimated steady-state efficiency (see

Section 6.1) similarly to the traditional air flow based cylinder charge estimation schemes.
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In steady state the mean value flow into the engine W1e equals the flow into the intake manifold, Wc1. The

transient mean-value flow into the engine cylinders, W1e, is given by the speed density equation [12]

W1e = k2
1k3Nm1ηv, k3 = Vd

R1120
, (4)

where Vd is the engine total displacement volume and ηv is the volumetric efficiency with respect to intake

manifold conditions. The air charge trapped into the engine cylinders me during one engine cycle δ is given by

me = W1eδ, δ = 260
N . (5)

The estimation of the air charge is, thus, dependent on accurate estimation of the transient mean-value air flow

in all the cylinders, Ŵ1e.

3.1 Volumetric efficiency

The volumetric efficiency is typically in the range 1
2 to 1 for diesel engines. It is independent of the cylinder size,

and it is a measurement of engine performance as an air pumping device. It is defined in Taylor [15] as : “The

mass of fresh mixture which passes into the cylinder in one suction stroke, divided by the mass of the mixture

which would fill the piston displacement at inlet density”. Intuitively, it is the averaged fraction of in-cylinder

mass density to mass density in the intake manifold, where the averaging is taken over one engine cycle. More

precisely,

ηv(t) =
1

Vd

∫ t

t−δ
W

′
1e (τ) dτ

1
V1

1
δ

∫ t

t−δ
m1(τ)dτ

, (6)

where W ′
1e is the instantaneous flow into the engine, whereas W1e is the averaged quantity. The volumetric

efficiency can be derived analytically from ideal engine cycles as in Ferguson, p. 254 [16], Taylor, p. 160 [15], or

Heywood [12], where it is computed from an intake event with valve overlap as

ηv =

(
1

1 + ∆T
T1

)(
r − p2

p1

κ (r − 1)
+

κ − 1
κ

α

)
, (7)

where ∆T is the mean temperature rise of the intake gas during the intake stroke, mol is the mass of the exhaust

gas being let into the cylinder during valve overlap, r is the compression ratio, and κ is the ratio of specific heats.
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The variable α is defined as

α :=
1

p1Vd

∫
intake stroke

pcyl dVcyl, (8)

where pcyl is the in-cylinder pressure and Vcyl is the transversed cylinder volume.

Due to the fact that the mean-value of the exhaust manifold pressure, p2 follows the mean-value of the intake

manifold pressure p1, in throttled engines without turbocharger the dependency of ηv on p2
p1

is simplified and

replaced with the corresponding dependency on p1:

ηv = ηv(N,T1,
p2

p1
) ≈ ηthr

v (N,T1, p1). (9)

This simplification has been shown accurate to 3% in [17] by Hendricks et. al.

This simplification, however, is not as accurate in diesel engines. In particular, the volumetric efficiency is

more complex and is directly influenced by p2 for several reasons. First, in diesel engines torque is controlled by

varying the fueling level which affects p2 very rapidly, consequently p2
p1

varies significantly during transients when

p2 does not follow p1. Second, the unthrottled operation of diesel engines allows higher volumetric efficiency,

where the filling and emptying dynamics are more sensitive to changes in p1 and p2. In turbocharged engines the

intake and exhaust manifold pressures have a greater range so that p2
p1

varies more than in conventional engines

[18]. Last but no least, in the case of a variable nozzle turbocharger (VNT), the exhaust manifold pressure is

influenced by the opening of the turbine nozzles which consequently affects the volumetric efficiency through

changes in p2 (see [2]). These phenomena cause ηv of diesel engines to have a transient characterization different

from its steady state behavior as shown in Figure 6 [15].

A parameterization of ηv, more appropriate for TC diesel engines suggested by dimensional analysis in [15],

and applied in [19] is:

ηv = ηρ(p2
p1

)ηz(N,
√

T1), (10)

where ηρ accounts for the losses in the filling and emptying due to different pressures in the exhaust and intake

manifold. The term ηz accounts for the dependency of the volumetric efficiency on the velocity of the air entering

the cylinder which depends on N through the piston speed and
√

T1 through the velocity of sound in the intake

manifold (Mach number). The effect of temperature can be factored out of the volumetric efficiency and captured
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in a great extend by the intake manifold mass (m1 = p1/(k2
1T1)) that proceeds ηv in Equ. (4). Thus ηv depends

on p1, p2, N . However, this parameterization requires a p2 measurement which is not easy to obtain due to the

adverse conditions in the exhaust manifold. Although a p2-sensor has been assumed in recent diesel control

methodologies [5, 11], the sensor technology is not mature yet to be considered for production. To circumvent

the p2 based parameterization, we will assume that the volumetric efficiency depend on N and a time varying

parameter θ(t) that needs to be identified so that

ηv(t) = Pρ(N(t))θ(t), (11)

where Pρ(N) > 0 is a polynomial in N that accounts for the pumping rate’s dependency on engine speed. θ(t)

is an unknown time varying coefficient that accounts for all the other phenomena mentioned.

The model (1)-(2) with this parameterization becomes:

ṗ1 = −κk2
1k3NPρ(N)θp1 + κk2

1Wc1Ti (12)

ṁ1 = −k2
1k3NPρ(N)θm1 + Wc1. (13)

We will assume a fast and accurate engine speed sensor N̄ = N . A hot wire anemometer is used for the

measurement of the mass air flow into the intake manifold, W̄c1. A pressure transducer is used for the measurement

of the intake manifold pressure p̄1 = p1 +∆p1, where ∆p1 represents the pressure flunctuations from the cylinder-

to-cylinder breathing. It is important to estimate the deliterious effects of these unmodeled dynamics to the

identified parameter θ(t).

3.2 Traditional air charge estimation

In throttled spark ignited engines air charge estimation is traditionally achieved based on a mass air flow (MAF)

sensor for the air flow into the intake manifold, W̄c1. For simplicity we call this scheme as MAF-based air charge

estimation. This scheme uses a map engine’s steady state pumping rate PWf (N,Wf ) based on engine speed

and fuel charge injected Wf or PW (N, p1, T1) based on intake manifold pressure and temperature as shown in

Eq. (9). In modern diesel engines where a wastegate or other active turbocharging devices are used (typically

to allow manipulation of the intake manifold pressure independently of the fueling) the mapping PW (N, p1, T1)
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is preferred. The temperature of air entering the intake manifold is assumed equal to the intake manifold

temperature T1, and p̂1 is estimated in an open loop observer as,

·
p̂1 = κk2

1T1(−PW (N, p̂1, T̄1) + W̄c1) (14)

Ŵ1e = PW (N, p̂1, T̄1), (15)

where T̄1 is assumed constant or measured with a low bandwidth device [20]. In steady state the error W̃1e :=

W1e − Ŵ1e is given by W̃1e = W̃c1 which is small when the measurement error W̃c1 := Wc1 − W̄c1 is small;

however, this is not always the case.

Another traditional air charge estimation algorithm is the so called speed density (or “MAP”-based) scheme.

In this scheme a measurement of p1 is used to calculate the approximate intake manifold density ρ := m1
V1

= 1
V1k2

1

p1
T1

where T1 is assumed constant or measured with a low bandwidth device. The volumetric efficiency is approximated

by the steady state engine pumping rate, Pv(N, p1) (9), so that W1e is approximated as

W1e = k2
1k3Nm1ηv = k3N

p1

T1
ηv (16)

≈ k3N
p1

T1
Pv(N, p1)(= Pw(N, p1, T1))

Ŵ1e = Pw(N, p̄1, T̄1) (17)

The speed density scheme relies on the accuracy of the Pv (N, p1) map and has a steady state error if the map

is incorrect.

Both schemes can be quite precise on large time scales in naturally aspirated gasoline engines where a throttle

is used to manipulate manifold pressure, and consequently the cylinder air charge, thereby controlling the brake

torque [17]. In this case, the exhaust pressure, p2, follows the changes in p1 even during transients so the

volumetric efficiency does not depend strongly on p2, and the map Pv(N, p1) is a good approximation of ηv.

Since neither of the traditional schemes accounts for the dynamic properties of ηv, there is a significant error in

the ηv estimate during changes in the fueling level in TC diesel engines, and thus a parameterization of ηv based

on p1 only cannot capture the transient behavior of the engine air flow. Unfortunately, this happens exactly

when a reliable air charge estimate is needed to maintain an acceptable transient air-to-fuel ratio, and to avoid

visible smoke emissions.
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4 Proposed solution

To estimate the air charge and the cylinder air flow, W1e, more precisely, there must be more information about

the variations in ηv in addition to a satisfactory m1 estimate. We follow the adaptive observer technique first

presented in [21] and schematically shown in Fig. 3. Specifically, we parameterize the volumetric efficiency

by ηv(t) = Pρ(N)θ(t) using (11) and attempt to approximately track the unknown coefficient θ(t) through

an identification scheme relying on variables estimated by an observer as shown in Figure 3. Similar observer

techniques with on-line estimation of ηv using measurement of p1 and Wthr (throttled mass flow) in a throttled

SI engine were shown recently in [6].

In this paper we rigorously prove that by using known signals (measurements y and inputs u) [y, u] =

[p1,Wc1, N ] and by constructing T̄i using these known signals (shown in Appendix A), we achieve closed loop

tracking of θ(t). The intake manifold mass m1 is then estimated open loop because it is shown to be unobservable.

We show via simulations that the adaptive observer can capture the fast changes in the volumetric efficiency and

achieve transient estimation of the in-cylinder air flow Ŵ1e and thus the engine air charge m̂e.

5 Observability of the model

We start with a few remarks on nonlinear observability. If we assume that we have perfect knowledge of the plant,

the inputs and the outputs except its present state, the issue of observability for a stable plant addresses whether

it is possible to create an observer whose state estimate converges faster to the actual state than the plants

dynamics. Observability for nonlinear systems can be defined in terms of indistinguishable states introduced in

[22] and more tractable local concepts presented in [23]. However, for nonlinear systems, observability is in general

not enough to be able to design a closed loop observer. The additional condition of the plant being uniformly

observable (UO) guarantees the existence of an observer for the system, but the structure of the observer is in

general not known even if the plant is UO.

Even if we know the volumetric efficiency (perfect knowledge of plant) to estimate Ŵ1e we need to produce an

estimate of m1 since it cannot be measured directly. If the input uT = [Wc1, Ti, N ] is known, observability of m1



Storset et al.- Adaptive Air Charge Est. for TC Diesel Engines 11

can then be assessed from p1 measurements assuming correct system equations, (12)-(13), and perfect knowledge

of ηv (that will be achieved through the closed loop identifier in the following section). Equations (12)-(13) and

(3) can be written 
 ṗ1

ṁ1


 =


 −κk2

1k3N(t)ηv(t)p1 + κk2
1Wc1Ti

−k2
1k3N(t)ηv(t)m1 + Wc1


 (18)

p1 = [1 0]x = Cx (19)

where xT = [p1,m1] is the state and y = p1 is the output measurement. For any input u′T = [Wc1Ti,Wc1] and

with N(t) known variable, the state equation (18) can be viewed as a linear time varying system
 ṗ1

ṁ1


 =


 −κa(t) 0

0 −a(t)





 p1

m1


 (20)

+


 κk2

1 0

0 1





 Wc1Ti

Wc1




a(t) = k2
1k3N(t)ηv(t)

with a linear output equation y = p1 = Cx (19). The output equation (19) does not contain m1, and the rate of

change of the two states is decoupled in (20). All pairs of states ([p1(t0),m1(t0)]T , [p1(t0),m′
1(t0)]

T ), such that

m1(t0) �= m′
1(t0) are indistinguishable so the m1 is unobservable from p1.

If we consider instead (or in addition) to pressure p1 a fast temperature measurement y = T1 = 1
k2
1

p1
m1

the

system is observable. This indicates that if fast temperature sensors were available one can design a closed

loop estimator for m1. Unfortunately, even if fast temperature sensors are available, there are many challenges

associated with the potential differences between the temperature and pressure sensor dynamics in this scheme

that are briefly discussed in [21].
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6 Adaptive Observer Scheme

Since m1 is unobservable from the measurements, it is not possible to make a closed loop observer of m1, so we

use the open loop observer for m̂1 and Ŵ1e based on the identified parameter θ̂(t) and the measured W̄c1 and

N̄ = N that is assumed free of errors.

·
m̂1 = −k2

1k3NPρ(N)θ̂m̂1 + W̄c1 (21)

Ŵ1e = k2
1k3NPρ(N)θ̂m̂1, (22)

The identification of θ̂(t) follows. We assume that both p̄1 and W̄c1 are measured with possible errors, that

N̄ = N , and that T̄i is constructed as explained in Appendix A. We use the estimate of p1:

·
p̂1 = −κk2

1k3NPρ(N)θ̂p̄1 + κk2
1W̄c1T̄i (23)

+gp1(p̄1 − p̂1), gp1 > 0,

to create an identification error for the unknown parameter θ(t) based on the observer gain gp1 to be determined

in the design process. The purpose of the feedback term, gp1, in (23) is to prevent ∆p1 from destabilizing the

adaptive scheme. Its purpose can heuristically be explained as making ∆p1 zero mean with respect to p̂1. This

way the error, p̄1 − p̂1, which drives the adaptive law as shown below, does not contain a constant component

from the disturbance ∆p1. Such constant disturbances can, when integrated in the observer and in the adaptive

law, cause θ̂ to drift and obstruct convergence [24].

To make a reliable identification scheme for θ we have to find an identification error that is implementable

based on measured signals and is linear in θ to guarantee convergence of η̃v to 0. This task is an art and requires

a lot of experience with adaptive laws, so we cover all the details as a tutorial in the following equations. As

a road map, we briefly state that the implementable identification error is given by Eq. (36) and based on the

regressor in Eq. (26).

Manipulating (12) gives

[
d

dτ
p1

]
(t) − κk2

1Wc1(t)Ti(t) (24)

= −κk2
1k3N(t)Pρ(N(t))p1(t)θ(t).
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Since (24) is not proper and therefore not realizable, we filter both sides with the stable filter Hf as

[
Hf

d

dτ
p1

]
(t) −

[
Hfκk2

1Wc1Ti

]
(t) (25)

= −
[
Hfκk2

1k3NPρ(N)p1θ
]
(t).

We define [φθ] (t) := −
[
Hfκk2

1k3NPρ(N)p1θ
]
(t) = − [HfGpNp1θ] (t). Omitting the time dependence in the

signals and using the measured pressure p̄1 = p1 + ∆p1 we also define the regressor:

φ̄(t) = − [HfGpN p̄1] (26)

which is always nonzero and therefore persistently exciting (PE). We then define the signal

z :=
[
φ̄θ

]
:= − [HfGpN p̄1θ] (27)

= − [HfGpN (p1 + ∆p1)θ] = − [HfGpNp1θ] − [HfGpN∆p1θ]

= [Hdfp1] − [HfGwWc1Ti] − [HfGpN∆p1θ] (28)

where, [Hdf ] (t) =
[
Hf

d
dτ

]
(t), GpN := κk2

1k3NPρ(N) and Gw := κk2
1. Since the frequency of the disturbance

∆p1 is varying with N(t) it is beneficial to make the cutoff frequency of the filters Hdf and Hf dependent on

N(t):

[Hfuf ] (t) = xf , with ẋf = −kωNxf − kωNuf (29)

[Hdfudf ] (t) = xdf + kωNudf with ẋdf = −kωNxdf − k2
ωN2udf . (30)

Let the estimated signal

ẑ :=
[
φ̄θ̂

]
:= −

[
HfGpN p̄1θ̂

]
(31)

= [Hdf p̂1] −
[
HfGwW̄c1T̄i

]
− [Hfgp1(p̄1 − p̂1)] (32)

= [Hdf p̂1] − [Hfgp1 p̃1] −
[
HfGwW̄c1T̄i

]
− [Hfgp1∆p1]

From Eq. 27 and 31 and the regressor 26 we define the identification error:

ε(t) := z(t) − ẑ(t) =
[
φ̄θ

]
(t) −

[
φ̄θ̂

]
(t) = −

[
HfGpN p̄1θ̃

]
(t)

= φ̄(t)θ̃(t) −
[
Hsφ̄(τ)

·
θ̃(τ)

]
(t) = φ̄(t)θ̃(t) − εs, (33)
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which is linear in the parameter error θ̃. The term εs originates from pulling θ̃ out of the filter Hf using Morse’s

swapping lemma [25] for the first term in the filter operator Hf as

[
Hf θ̃ψ

]
(t) = θ̃(t) [Hfψ] (t) −

[
Hs [Hfψ] (τ)

·
θ̃(τ)

]
(t), [Hfψ] (t) = φ̄(t)

where the filter Hs is given by:

[Hsus] (t) := xs, with ẋs = −kωNxs + us (34)

The identification error ε(t) using Eq. 28 and 32 can be written with measured and estimated variables as

ε(t) := z(t) − ẑ(t)

= [Hdfp1] − [HfGwWc1Ti] − [HfGpN∆p1θ] − [Hdf p̂1] +
[
HfGwW̄c1T̄i

]
+ [Hfgp1(p̄1 − p̂1)]

= [Hdf (p̄1 − p̂1)] + [Hfgp1 (p̄1 − p̂1)] + [Hdf∆p1] − [HfGpNθ∆p1] −
[
HfGwW̃c1Ti

]

= [(Hdf + gp1Hf ) (p̄1 − p̂1)] + [Hdf∆p1] − [HfGpNθ∆p1] −
[
HfGwW̃c1Ti

]
, (35)

where W̃c1Ti = Wc1Ti − W̄c1T̄i. Since no information is available for ∆p1, nor for W̃c1Ti, these terms cannot

participate in the implementation of the on-line identifier, thus they cause a bias in the estimate of θ̂ that we

continue to keep track in the proof of the identifier convergence. We implement the identification error

ε̄(t) = [(Hdf + gp1Hf )(p̄1 − p̂1)] (t) = [Hdgf (p̄1 − p̂1)] (t) (36)

which is the first term in (35), where

[Hdgfudgf ] (t) = xdgf + kωNudgf with ẋdgf = −kωNxdgf + kωN(gp1 − kωN)udgf . (37)

The updating law

·
θ̂ =




(Γ + P )φ̄(t)ε̄(t) η̂v = Pρ(N)θ̂ ∈ Sη

0 η̂v = Pρ(N)θ̂ /∈ Sη

, (38)

is the combination of the traditional gradient and least squares with projection and covariance resetting at time

tr. Γ > 0, and the time varying P is given by:

Ṗ =




−P 2φ̄2 η̂v = Pρ(N)θ̂ ∈ Sη

0 η̂v = Pρ(N)θ̂ /∈ Sη

, (39)
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where P (t) is reset to P (tr) > 0 when the fueling level of the engine changes faster than some chosen threshold.

Ideally, the least squares adaptive gain reset value P (tr) should be made a function of engine speed and fueling

level, P (tr) = f (N,Wf ), to assure the same rate of convergence of θ̂ at all operating points of the engine. This

gives faster adaptation when the volumetric efficiency is expected to change, whereas the gradient algorithm

assures a small identification error in η̂v when it changes slowly. Otherwise, the adaptation might be very slow

at low N and Wf , and oscillatory at high values of N , and Wf .

Increased value of the adaptive gain, Γ + P , gives more measurement noise from p̄1 in θ̂. The filter coefficient

kω has a similar effect on the convergence of θ̂. When it is set too high, it creates more noise in θ̂, and when it

is set too low it results in slower convergence of θ̂.

To assure that η̂v ∈ Sη, the update law utilizes projection as in [26]. Notice that the projection set Sη defines

the set Sθ(t) that varies as Pρ (N(t)) varies with time. See Appendix B.1 for definitions of Sθ, D and U .

Define the following conditions:

Condition 1 x ∈ D and u ∈ U ∀t ≥ t0 where D and U are compact.

Condition 2 ∆p1 = 0 and W̃c1 = 0 ∀t, and T̃i, θ and N are independent of time.

Condition 3 T̃i = 0 ∀t.

Theorem: The given adaptive observer (21) - (23) with the identification error (36) utilizing the filter (29)

and (37) with the combined least squares and gradient updating law (38) and (39) with parameter projection

has the following properties:

Proposition 1 Condition 1 implies θ̂, p̂1, m̂1 ∈ L∞ (all signals are bounded).

Proposition 2 If further Condition 2 is satisfied W̃1e → 0 exponentially as t → ∞.

Proposition 3 If Conditions 1-3 are satisfied we additionally have that θ̃, η̃v → 0 exponentially as t → ∞.

The proofs are given in Appendix B.
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6.1 Effect of measurement errors

The pressure fluctuations due to the cylinder pumping are present in p̄1 as ∆p1. With this disturbance the

estimation error W̃1e belongs to a small neighborhood of the origin (see Figure 6). Notice that W̃1e is large when

the input u = [W̃c1Ti,∆p1, θ̇] to the error system (57) is large, in particular, when θ̇ changes fast.

A constant error between the actual Ti and measured (or constructed) T̄i, biases η̂v, but m̃1 is also nonzero

and counteracts η̃v in the output equation (22) so that in steady state

η̃v = ηv
T̃i

Ti
, m̃1 = m1E

T̃i

T̃i − Ti

, W̃1e = 0, (40)

where m1E is the equilibrium value of m1. However, a time varying T̃i causes an error in Ŵ1e because the time

constant of (21), k2
1k3NPρ(N)θ̂, determines the rate with which m̃1 counteracts the error imposed by T̃i in η̃v.

Notice that the air charge estimate Ŵ1e will converge to the correct value even if there is a steady state error

in T̄i. An efficient and well designed intercooler ensures small variation in Ti. This approximation only serves to

improve Ŵ1e slightly when Ti is changing at its maximum rate. Therefore, our adaptive observer does not rely on

constructing T̄i as in Appendix A, it is merely included to improve accuracy if desirable. In fact, in the estimation

algorithm T̄i could be taken to be a constant with only minor deterioration in the air charge estimate. However,

the identification will not work if the input Ti is replaced by the state T1 in the derivation of the algorithm

as done in the “MAF”-based scheme in equation (14). Under these conditions the two states in Equ.(20) are

redundant and their independent estimation is meaningless and potentially deleterious under numerical noise.

If there is a measurement error in Wc1, W̃c1 �= 0, θ̂ is biased. In general, this bias gives a smaller error during

transients than the traditional schemes in Section 3.2, but the steady state error is:

η̃v = ηv
W̃c1

Wc1
, m̃1 = 0, W̃1e = W̃c1, (41)

which is the same as the error in the “MAF”-based scheme (14).
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7 Simulations

The proposed algorithm is here demonstrated with a simple simulation test during a fuel step change. All

simulations are performed with a mean value model of a turbocharged 2.0 l diesel engine with variable geometry

turbocharger and with an intercooler as documented in [9] and consequently used for many control studies in [10]

and [11]. The fueling level is 5 kg/h, and has a positive step at time 0.2 s to 15 kg/h and a negative step back

to 5 kg/h at t=0.7 s for constant engine speed starting at at 2500 rpm. Changes in fuel are the most critical

transients because AFR has a big excursion and the traditional (p1-based) volumetric efficiency model is not

accurate during transients due to the p2 dynamic behavior. Changes in engine speed need to be accommodated

by parameter varying filters as in our adaptive scheme. For a realistic simulation we also change the load torque

applied in the rotational dynamics of the combined vehicle-engine during the step change in fueling level. As one

can see from Figure 4 a large step change in fuel needs to be followed with a VGT nozzle or wastegate opening

so that the boost pressure stays within safe limits (p1 < 240 kPa).

The various measurements p1, N , and Wc1 are obtained through sensors that have various time constants and

can be represented with filters similar to Eq. 29. The measured pressure is given by:

p̄1 = Hp1(p1 + ∆p1) (42)

∆p1(t) = (0.127324 −
∣∣∣∣sin(

2π

60
N(t))

∣∣∣∣)0.0125p1 (43)

where the time constant of Hp1 is 5 ms, and there is a 2.5% ripple in p̄1. The measured compressor flow is

W̄c1 = Hwc1Wc1 with a time constant of 20 ms. Engine speed is measured perfectly. The time constant for T̄1 is

1.0 s in the MAF and SD schemes. The most important states and estimated states are shown in Figure 5.

The volumetric efficiency of the model is

ηv = P3
m(N)(1 − 0.003(p′2 − p1)) (44)

where, p′2(t) = p2(t − δ(t)) (45)

with δ(t) = 60
N(t)

1
2 and P3

m(N) is a third order polynomial representing steady state pumping as a function

of engine speed. Since p2 is calculated instantaneously in the mean-value model (see [9]) based on an energy
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equation similar to (1), a delay is necessary to capture Injection-to-Exhaust delay. Specifically, the exhaust

manifold pressure at event k depends on the fuel and cylinder air charge of event k − 1.

The pumping rate for the traditional (SD and MAF) schemes in Eq. (14)-(17) is

η̂v = Pv(N, p1) = ((P3
m(N) + 0.15)(1 − 0.003(p2mean − p1)) (46)

where p2mean is taken to be the average value of p2 in the simulation. In other words, just for demonstration of

the issues, Pv(N, p1) has a large constant deviation of 15% from the one used in the simulation model.

In the proposed scheme the ηv parameterization is

η̂v = (P3
m(N) + 0.15)θ̂ (47)

so that the steady state pumping map has an error of 15% as in the MAF and Speed density schemes. The

simulation parameters are: kω = 0.05, P (tr) = 0.0002, Γ = 0.00004, gp1 = 1000, Ti = 200 + 1.04p̄1/pa where

pa = 101 kPa in both the simulation model and the observer.

The speed density has a steady state error since there is a 15% error in the engine pumping map, as opposed

to MAF and our observer which have no steady state error. The results for our observer are shown in Figure

6, and illustrates that our method better estimates the transient behavior of the air charge W1e. Note that

there is nothing particular about our demonstration choices of 15% error. More error in the ηv parametrization

would cause larger larger bias in the SD scheme and slower convergence of the MAF scheme, whereas, it does

not affect the proposed algorithm. Similarly, there is nothing specific to the polynomial P3
m(N) we choose in our

simulation and parameterization other than it has to fit the experimental data. Different characterizations will

require tuning the gains of the proposed scheme.

8 Concluding Remarks and Algorithm Limitations

We propose an adaptive observer for in-cylinder charge estimation in diesel engines with no EGR. Rigorous proof

and a simple simulation are showing that the proposed scheme performs better than the traditional MAF-based

and MAP-based algorithms. One should not forget that if the intake manifold model we used for this observer is
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not correct, it might not be possible to reconstruct the states accurately. Careful tuning and verification of the

model constants κ, k1 and k3 should proceed the observer tuning process. Extra precaution is also recommended

if this scheme is to be applied to an engine with a throttle or a Bernoulli orifice after the compressor.

The presence of EGR presents several challenges for air charge estimation and limits the applicability of our

adaptive observer scheme. Most notable is that the air flow into the engine depends on the burnt gas fraction

in the intake manifold F1. Unfortunately, it is difficult to measure F1 directly, but it may be estimated with

an open-loop observer using the burnt gas fraction balance of the intake manifold as done in [4]. EGR also

couples the intake and exhaust manifold filling dynamics. This coupling introduces an important term (the

EGR flow multiplied with the EGR Cooler Temperature, WegrTec) in the mass balance of the intake manifold.

Typically this term is unknown during transients and it will contribute to the identification error ε, just as the

measurement error of Wc1. This will bias the identified volumetric efficiency parameter θ̂(t) significantly and

obstruct convergence. Even if real-time measurement of the exhaust manifold pressure becomes available, the

EGR flow can be calculated well only at steady-state using the orifice equations and steady-state maps for the

EGR cooler temperature.

In summary, in the EGR case one can concentrate on schemes for steady-state (or slow-varying) adaptation of

unknown engine parameters as in [7] and avoid elaborate modifications of the proposed transient identifier. The

proposed adaptive observer can be employed in all old technology, i.e. without EGR, engines that still power the

majority of the commercial trucks, ships, and locomotives around the world.

A Approximation for temperature of inflow to the intake manifold

In adaptive observer it is desirable to have an approximate air temperature of the inflow to the intake manifold,

Ti. We seek to obtain an approximation of Ti based on measurements of p1 and Wc1 using available models of

the turbocharger and intercooler.

The temperature out of the compressor is

Tc = Ta

[
1 +

1
ηc( p1

pa
, ωtc)

((
p1/ηp

pa

)κ−1
κ − 1

)]
, (48)
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where Ta and pa are ambient temperature and pressure respectively, and ωtc is turbocharger speed. The com-

pressor efficiency, ηc(p1, ωtc), is the ratio of isentropic temperature rise to the actual temperature rise across

the compressor, and is used to compensate for the losses caused by other physical effects which are difficult to

model (see [18, 9]). This model does not capture the heat storage effects of the compressor body, so the actual

compressor temperature deviates from this. If an intercooler with air coolant is used, the temperature out of the

intercooler, Ti, becomes

Ti = Ta

[
1 +

1
ηc( p1

pa
, ωtc)

((
p1/ηp

pa

)κ−1
κ − 1

)
(1 − ηi)

]

= TaγTic( p1
pa

, ωtc, ηi), (49)

where the intercooler efficiency, ηi, can be treated as a constant or modeled as a function of the flow Wc1 and/or

vehicle speed.

The flow through the compressor, Wc1, is typically modelled with a map, γcm( p1
pa

, ωtc), called the compressor

mass flow parameter,

Wc1 (p1, ωtc, pa, Ta) =
pa√
Ta

γcm

(
p1
pa

, ωtc

)
, (50)

and a typical shape of this map is given in Figure 7.

If the operating point ( p1
pa

, ωtc) is in the surge region, the compressor flow is unstable which may cause reverse

flow. If the compressor flow reaches the speed of sound, chocking occurs; any further increase of ωtc will not

increase the flow. The steady state operating point ( p1
pa

, ωtc)ss is determined by the steady state flow into the

engine and the fueling level.

The maximum allowable intake manifold pressure limits the turbocharger speed, which in turn restricts the

dynamic deviations of the steady state operating point, ( p1
pa

, ωtc)ss, away from the choking region. Surges can

occur but only for short periods of time if we assume a reasonable engine controller. In this operating region

the map fγ : ( p1
pa

, ωtc) → γcm is one-to-one so that the function fω : ( p1
pa

, γcm) → ωtc is well defined, and the

turbocharger speed can be modeled as a function of the measurements p1 and Wc1 as

ωtc = fω( p1
pa

, γcm) = fω( p1
pa

,
√

Ta

pa
Wc1).
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If we insert this expression into ηc we get.

ηc = ηc( p1
pa

, ωtc) = ηc( p1
pa

, fω( p1
pa

,
√

Ta

pa
Wc1)),

and construct the compressor efficiency based on measurements of p1,Wc1, pa, Ta as

η̂c = η̂c(p̄1, W̄c1, p̄a, T̄a) = ηc( p̄1
pa

, fω( p̄1
pa

,

√
T̄a

pa
Wc1)).

The approximation for Ti then becomes

T̄i = T̄a

[
1 +

1
η̂c(p̄1, W̄c1, p̄a, T̄a)

((
p̄1
p̄a

)κ−1
κ − 1

)
(1 − ηi)

]

= T̄aγ̄Ti(p̄1, W̄c1, ηi, p̄a, T̄a), (51)

where p̄a and T̄a can be measured with a low bandwidth devices or assumed constant.

Since the compressor efficiency, ηc, varies little along the steady state operating point ( p1
pa

, ωtc)ss it can be

treated as a constant. Consequently, γ̄Ti becomes a function of only the pressure ratio across the compressor

and the estimated intercooler efficiency γ̂Ti(p̄1, ηic) if pa and Ta are assumed constant. This is acceptable for

( p1
pa

, ωtc)ss close to steady state, but transient deviations cause perturbations in ηc especially for ( p1
pa

, ωtc) close to

the surge region. See Figure 8 for a comparison between the actual γTi, the constructed γ̄Ti(p̄1, W̄c1, ηic, p̄a, T̄a)

and the approximated γ̂Ti(p̄1, ηic) for a large positive fueling step.

These approximations suffer from the general uncertainty in modeling compressor behavior, and should be

considered only as the best currently available alternative to treating Ti constant or equal to T1.

B Proof of Theorem

B.1 Preliminaries to the proofs

The state, xT := [p1,m1], is for physical reasons upper and lower bounded so that x ∈ P1 × M1 = D ⊂ R2
+.

Since T1 is related to p1 and m1 through (3) we can also assume T1 ∈ T1 ⊂ R+. For estimation purposes, the

input to the model is defined as uT := [Wc1, Ti, N ] ∈ U , where U ∈ R3
+ under the assumption that there are

no compressor surges. Notice that D, T1 and U under the forgoing arguments are all compact sets. Since the
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volumetric efficiency is bounded we have ηv(t) ∈ Sη := {ηv |0 < ηvMIN ≤ ηv ≤ ηvMAX } ∀t so that θ(t) ∈ Sθ(t) :=

{θ(t)|Pρ(N(t))θ(t) ∈ Sη} ⊂ Sθ ⊂ R+ ∀t. From (6) η̇v becomes:

η̇v =
V1

Vd

W ′′
1e|

t
t−δ

∫ t

t−δ
m1(τ)dτ − m|t1t−δ

∫ t

t−δ
W ′

1e(τ)dτ(∫ t

t−δ
m1(τ)dt

)2 ,

where δ = 260
N . For physical reasons we know that W ′

1e and m1 are bounded and positive so that
∫ t

t−δ
m1(τ)dt > 0

∀δ > 0 so that η̇v ∈ L∞.

Notice that the Theorem can be proved without assuming p1 ∈ L∞. However, it is then necessary to use

normalization to guarantee that φ is bounded. Normalization is undesirable in this application since it slows

down the convergence of θ̂(t). Since φ(t) := −[Hfκk2
1k3NPρ(N)p1](t), where p1 is the output of a dynamic

system (with a considerable time constant), φ has no sharp transients. Moreover, p1 is positive and bounded

so there are no apparent reasons for assuming p1 /∈ L∞. The prior assumptions of the proof are therefore:

p1,∆p1, W̄c1, T̄i, ηv, η̇v, N ∈ L∞.

B.2 Proof of Proposition 1

Note that from Eq. 35 and 36 the implementable identification error can be written as

ε̄ = ε − [Hdf∆p1] + [HfGpNθ∆p1] +
[
HfGwW̃c1Ti

]
(52)

= φ̄(t)θ̃ −
[
Hsφ̄(τ) ˙̃

θ(τ)
]
− [Hdf∆p1] + [HfGpNθ∆p1] +

[
HfGwW̃c1Ti

]
(53)

The rate of change of the parameter error θ̃ = θ − θ̂ is then defined using Eq. 52-53 and the updating law in

Eq. 38:

·
θ̃ = θ̇ − (P + Γ)φ̄ε̄

= θ̇ − (P + Γ)φ̄
(

φ̄(t)θ̃ −
[
Hsφ̄(τ)

·
θ̃

]
− [Hdf∆p1] + [HfGpNθ∆p1] +

[
HfGwW̃c1Ti

])

= −(P + Γ)φ̄2θ̃ + (P + Γ)φ̄
([

Hsφ̄(τ)
·
θ̃

]
+ [Hdf∆p1] − [HfGpNθ∆p1] −

[
HfGwW̃c1Ti

])
+ θ̇. (54)

By writing the filters Hs, Hdf , and Hf from Eq. 34, 30, 29 with a common state, we get:

ẋa = −kωNxa + φ̄
·
θ̃ − kωN

[
(GpNθ + kωN)∆p1 + GwW̃c1Ti

]
·
θ̃ = −(P + Γ)φ̄2θ̃ + (P + Γ)φ̄xa + (P + Γ)φ̄kωN∆p1 + GwW̃c1Ti + θ̇.

(55)
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This parameter error system can be written as:


·
xa

·
θ̃


 =


 −kωN + (P + Γ)φ̄2 −(P + Γ)φ̄3

(P + Γ)φ̄ −(P + Γ)φ̄2





 xa

θ̃


 (56)

+


 −Gw −kωN(GpNθ − (P + Γ)φ̄2 + kωN) φ̄

0 −kωN(P + Γ)φ̄ 1







W̃c1Ti

∆p1

θ̇




,

which is a linear time varying system of the form

ẋ = A(t)x + B(t)u, (57)

with state xT = [xa, θ̃] and input uT = [W̃c1Ti,∆p1, θ̇] where A(t) can be written

A(t) = (P + Γ)


 −α + φ̄2 −φ̄3

φ̄ −φ̄2


 , α =

kωN

P + Γ
.

To establish boundedness of x we must show that (57) is stable with a bounded input. The pointwise in time

eigenvalues of A(t) + AT (t) are

λA+AT (t) = kωN

(
−1 ±

√
1 − (4α−1 − α2)φ̄2 + 2α−1φ̄4 + α−2φ̄3

)
. (58)

Since φ̄ = − [HfGpN p̄1] = −
[
Hfκk2

1k3NPρ(N) (p1 + ∆p1)
]
where Hf is stable and GpN p̄1 = κk2

1k3NPρ(N) (p1 + ∆p1)

is bounded we have φ̄ ∈ L∞, so there are suitable choices of kω, Γ and P (tr) ∀N such that ∃λ, µ > 0 which

satisfy ∫ t

t0

λmax(A+AT )(τ)dτ ≤ −λ(t − t0) + µ ∀t > t0. (59)

Eq. 59 shows that A(t) is exponentially stable.

Now we must show that the input term B(t)u(t) is bounded. The least squares gain P (t) ≤ P (tr) is bounded

by finiteness of the initial condition P (tr), and from prior assumptions we get that GpNθ = κk2
1k3NPρ(N)θ =

κk2
1k3Nηv, φ̄ and N are all bounded independent of t, so that B(t) is uniformly bounded. Notice that

θ̇ =
d

dt
(Pρ(N)ηv) =

∂Pρ(N)
∂N

dN

dt
ηv + Pρ(N)η̇v ∈ L∞
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since Pρ(N) is a polynomial on a compact set N ∈ N , and Ṅ ,ηv, η̇v ∈ L∞. From the prior assumptions to the

proof W̃c1Ti, ∆p1 ∈ L∞, and we have that u(t) is bounded and conclude that θ̃ ∈ L∞.

It remains to show that p̃1, m̃1 ∈ L∞. The error dynamics of p̃1 = p1 − p̂1 are given by

·
p̃1 = −gp1p̃1 − κk2

1k3NPρ(N)p1θ̃ (60)

+ κk2
1W̃c1Ti + κk2

1k3NPρ(N)∆p1θ̂ − gp1∆p1

p̂1(t0) ∈ P1,

and can be represented by the stable, operator Hp̃1.as

p̃1 = [Hp̃1up1(τ)] (t) + εi(p̃1(to)), (61)

up1(t) =
[
−κk2

1k3NPρ(N)p1θ̃ + κk2
1W̃c1Ti + κk2

1k3NPρ(N)∆p1θ̂ − gp1∆p1

]
(t), (62)

where εi(p̃1(to)) is the zero input response of (60). Since all signals in up1 are uniformly bounded, we have that

up1 ∈ L∞, and from p1(t0), p̂1(t0) ∈ P1 we get that p̃1 ∈ L∞.

The error dynamics of m1 defined as m̃1 = m1 − m̂1 are given by

·
m̃1 = −k2

1k3NPρ (N) θ̂m̃1 − k2
1k3NPρ (N) m1θ̃ + W̃c1, (63)

and are exponentially stable since −k2
1k3NPρ (N) θ̂ ≤ −k2

1k3NηvMIN < 0 ∀t. Since m1 ∈ M1 ∀t, and m̂1(t0) ∈

M1 and we have shown that θ̃ is bounded, we have that the input term k2
1k3NPρ (N) m1θ̃ ∈ L∞, so we can

conclude that m̃1 ∈ L∞ which completes the proof of proposition 1

B.3 Proof of proposition 2

We will now show that W̃1e → 0 exponentially under Condition 1 and 2. Define the stationary solutions to (12)

and (13) as

p1S =
Wc1Ti

k3NPρ (N) θ
, m1S =

Wc1

k2
1k3NPρ (N) θ

.

Since ∆p1, W̃c1 and θ̇ are zero and T̃ic is independent of time the error system (54) now becomes

·
θ̃ = θ̇ − (P + Γ)φ̄ε̄ = −(P + Γ)φ

(
ε + [Hdf∆p1] + [HdfGpNθ∆p1] +

[
HfGwW̃c1Ti

])

= −(P + Γ)φ
([

HfGpNp1θ̃
]

+
[
HfGwWc1T̃i

])
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which has the stationary solution

θ̃S = θ
T̃i

Ti
,

which we have established is exponentially stable in the proof of preposition 1. The error m̃1 = m1 − m̂1 given

in (63) has the exponentially stable stationary solution

m̃1S = m1S
θ̃S

θ̃S − θ
. (64)

The air charge error, W̃1e = W1e − Ŵ1e is

W̃1e = k2
1k3NPρ(N)

(
m̃1

(
θ − θ̃

)
+ m1θ̃

)
(65)

and at equilibrium we have W̃1e = 0, so that W̃1e → 0 exponentially.

B.4 Proof of proposition 3

Assume, ∆p1, θ̇, W̃c1, T̃i are zero, we show that this implies that θ̃ → 0 exponentially. In the proof of Proposition 1

we have established that (57) is an exponentially stable system. Since u(t) ≡ 0, we have that θ̃ → 0 exponentially.
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C Nomenclature

F1 - burnt gas fraction in the intake manifold

F2 - burnt gas fraction in the exhaust manifold

kω filter coefficient

k1

√
kJ

m3 kg K

√
R1
V1

k3
m3 kg K

kJ
Vd

R1120

m1 kg mass of gas in the intake manifold

m2 kg mass of gas in the exhaust manifold

mol kg mass of the exhaust backflow into the cylinder during valve overlap

N rpm engine speed

P - identification gain for the least squares algorithm see Equation 39

p1 kPa pressure in the intake manifold

p2 kPa pressure in the exhaust manifold

pa kPa ambient pressure

pcy kPa in-cylinder pressure

R1 kJ/(kg K) gas constant for the intake manifold

r - engine compression ratio

T1 K temperature of gas in the intake manifold

T2 K temperature of gas in the exhaust manifold

Ta K ambient temperature

Tc K Temperature of the air leaving the compressor

Te K temperature of the gas from the engine

Tec K temperature of gas leaving the EGR cooler

Ti K temperature of the gas leaving the intercooler

V1 m3 volume of the intake manifold

Vc m3 instantaneous cylinder volume

Vd m3 total cylinder displacement volume

W1e kg/s mass flow into the engine

W1eAIR kg/s mass flow of fresh air into the engine
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α see Equation (8)

Γ - identification gain for the gradient algorithm see Equation 38

γcm - compressor mass flow parameter

∆p1 kPa unmodeled dynamics in the pressure of intake manifold

∆T K mean temperature rise of the intake gas during the intake stroke

ε and ε̄ identification error and implementable identification error

εs swapping error see Equation 33

ηc - compressor mechanical and isentropic efficiency

ηi - efficiency of the intercooler

ηv - volumetric efficiency of the engine

κ - ratio of specific heats

φ and φ̄ regressor signal and implementable regressor signal

ωtc rpm turbocharger speed
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Figure 1: Typical exhaust emissions of hydro carbons (in mg/h) and smoke (in Bosch) for diesel engines versus

air-to-fuel ratio (AFR). The engine speed is 2500 rpm, and the fueling level is 6 kg/h.
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Figure 2: A turbocharged diesel engine with intercooler
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Figure 3: Block diagram of observer and identifier where the measurement of the input to the system (12-13) is

u, and the measurement of the system output is y.
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Figure 4: Inputs to the mean-value engine model
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Figure 5: States and estimated engine states
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Figure 6: Engine air flow and volumetric efficiency for the adaptive observer, speed density and mass air flow

schemes.
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Figure 7: Typical curve fit of compressor mass flow parameter, γcw.
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trajectory is generated by the same simulation as in figure 6.
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